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1 Skorokhod’s Representation Theorem

1.1 Skorokhod’s representation theorem

We will study two new ways of understanding Brownian motion:

1. Brownian motion as a limit of simple random walks

2. Orthogonal polynomial method ot construct Brownian motion

The first one lets us prove results about Brownian motion using combinatorial ar-
guments. The OPM is useful for computer simulation of Brownian motion and other
applications.

Theorem 1.1 (Skorokhod’s representation theorem). Let X be a real-valued random vari-
able with E[X] = 0. There exists a family of stopping times Tα with respect to B(t) (where

α is a random label) such that B(Tα)
d
= X and E[Tα] = E[X2].

Example 1.1. Let X = ±1 with probability 1/2 each. Let T = inf{t : |B(t)| ≥ 1}. Then
B(T ) ∼ X and E[T ] = E[X2].

Example 1.2. Let X = ±2 with probability 1/2 each. Then we can take T = inf{t :
|B(t)| ≥ 2}.
Example 1.3. Let X = ±1,±2 with probability 1/4 each. Let Tk = inf{t : |B(t)| ≥ k}.
Let α = 1 or 2 with probability 1/2 each. Then B(Tα)

d
= X.

Here is the outline of the proof.

Proof. Step 1: If P(X = a or b) = 1, then let Ta,b = inf{t : B(t) = a or b}.
Step 2: We want a random variable α : Ω→ R2 with a distribution such that B(Tα)

d
=

X and E[Tα] = E[X2]. In the discrete case, we have

P(B(Tα) = u) = Eα[PBM(B(Tu,v) = u)] = Eα
[

v

|u− v|

]
.
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1.2 Proof of CLT using Skorohod’s representation theorem

If we have the SLLN and this representation theorem, we can actually produce a proof of
the central limit theorem.

Corollary 1.1 (CLT). Suppose that Xn are iid random variables with E[Xi] = 0. Then∑N
n=1Xn(∑N

n=1X
2
n

)1/2 d−→ N (0, 1).

Proof. By Skorokhod’s representation theorem, X1
d
= B(Tα) and X2

d
= B̃(Tα̃), where

α, α̃ are iid and B ⊥ B̃. Then X1 + X2
d
= B(Tα + T̃α̃), where T̃α̃ = inf{t − Tα : t >

Tα, B(t)−B(Tα) ∈ α̃}. (Recall Tα = inf{t > 0 : B(t) ∈ α}.) The reason we can do this is

that B(Tα + T̃α̃)−B(Tα)
d
= B(Tα̃). In fact, Tα, T̃α̃ are iid.

We can extend this to X1 +X2 + · · ·+Xn
d
= B(T 1

α1
+ T 2

α2
+ · · ·+ Tnαn

). By the SLLN,∑
n T

n
αn
→ N E[T 1

α1
] = N E[X2]. So we have X1 +Xn

d
= B(YN ), where Yn → N E[X2

1 ] a.s.
So

X1 + · · ·+XN√
N

d−→ N (0,E[X2]).

1.3 Brownian motion as a limit of simple random walks

Let Xi ∼ iid Ber(1/2), and let

SNX =

{∑m
k=1Xk if X = m,x ∈ N

linear combination of Sn[x], S
n
[x]+1 x /∈ N.

In other words, we linearly interpolate between the values of a random walk. This gives us
a graph (i.e. a random continuous function R+ → R). Then let

fN (t) =
SNtN√
N
.

Then fN converges in distribution to Brownian motion on [0, 1].
Usually convergence in distribution is not so strong. Next time, we will talk about how

to improve this for our Brownian motion.
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